
A SIMPLE APPROACH TO IMAGE TILT 
CORRECTION USING SELF-ATTENTION 
MOBILENETS FOR SMARTPHONES

• SELF-ATTENTION MOBILENET

• TRAINING PIPELINE FOR IMAGE TILT CORRECTION



SELF-ATTENTION MOBILENET
• SQUEEZE-AND-EXCITE/CHANNELWISE ATTENTION (MobileNetV3)

• SPATIAL SELF-ATTENTION (PROPOSED)



SQUEEZE-AND-EXCITE or CHANNELWISE SELF–ATTENTION 

• Content Aware Attention ☺
• Global Average Pooling ☹
• No explicit far-away context ☹



SPATIAL SELF–ATTENTION 

• Long-range contextual information ☺
• Relative ordering between image features/pixels ☺
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SELF–ATTENTION MOBILENET
SQUEEZE-AND-EXCITE + SPATIAL SELF-ATTENTION

• Content Aware Attention ☺
• Long-range contextual information ☺
• Computationally Efficient ☺



IMAGE TILT CORRECTION



INSIGHT-1

True “zero” is ambiguous (quite often)

-1° 0° 1°



INSIGHT-2

Scarcity of Labelled Data

TILTED IMAGE ANNOTATED UPRIGHT IMAGE
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HOW TO TRAIN?

Single Label Classification
• Good Training Performance for deep learning tasks in general
• Too Strict in our case
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HOW TO TRAIN?

Multi Label Classification
• Good Training Performance
• Handles Upright/True-0 Image ambiguity
• Low angle error in prediction
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Training Phase Testing Phase

Tilt Correction in 
both the cases

(Empirically 
observed)



THANK YOU ☺!! 


